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Apstrakt — U ovom radu opisan je postupak snimanja, kao i
krajnji sadrzaj bilingvalne audio-vizuelne baze na srpskom i
engleskom jeziku. Iako za engleski jezik postoji veéi broj
audio-vizuelnih baza razli¢te velifine, ovo je prvi primer jedne
takve baze na srpkom jeziku. Pored bilingvalnosti, jo§ jedna
prednost predstavljene baze ogleda se i u ¢injenici da su video
snimci dostupni iz viSe razli¢itih uglova-anfas, kao i s leve i
desne strane u odnosu na glavnu kameru. Detaljno je opisan
proces razvoja baze, kao i naknadna obrada i svi problem Koji
su se javljali.

Kljuéne re¢i — multimodalno, audio-video, baza, govorna
komunikacija.

I. UvoD

U svakodnevnom govoru, ljudi ostvaruju komunikaciju
na multimodalan nacin, ne oslanjajuéi se samo na zvuk koji
stize do njih, ve¢ i na Citanje sa usana govornika, kao i na
izraze njegovog lica [1]. Zbog toga se razvijaju audio-
vizuelne baze podataka, koje pored govora sadrze i
informacije o govornikovom licu ili samo usnama. Ovakve
baze podataka omoguéavaju istrazivanja u razliitim
oblastima obrade govora, kao $to su multimodalno
prepoznavanje govora, multimodalna sinteza govora,
konverzija video-snimaka u tekst, rekonstrukcija govora na
osnovu video-snimaka i rekonstrukcija pokreta usana i
ostatka lica na osnovu govora.

lako su istrazivanja o multimodalnom prepoznavanju
govora sve ¢eS¢a, ovakvih baza podataka je trenutno veoma
malo. Vecina ovakvih baza podataka namenjena je
iskljucivo za engleski jezik, uz nekoliko izuzetaka kao $to su
kineski i nemacki jezik [2]. Obrada govora je u velikoj meri
specificna za svaki jezik i da bi se postigao odgovarajuéi
kvalitet, neophodno je razvijati kvalitetne resurse za taj
jezik.

U ovom radu, bi¢e predstavljene dostupne multimodalne
govorne baze podataka, kao i detaljan nadin snimanja i
obrade jedne takve baze, AI-SPEAK korpusa, koja pored
snimaka govora 25 govornika na srpskom i engleskom
jeziku, sadrzi i video snimke delova njihovih lica.

Il. JAVNO DOSTUPNE MULTIMODALNE BAZE

Istrazivanja u oblasti prepoznavanja govora uz dodatnu
informaciju u vidu video snimaka pokreta usta dovela su do

formiranja razli¢itih audio-vizuelnih korpusa snimanih u
kontrolisanim uslovima. Medu takvim bazama su AVLetters
[3], CUAVE [4], OuluVS [5] i GRID [6], medutim, radi se o
skupovima podataka sa malim brojem govornika i ograni-
¢enim recenikom. AVLetter i CUAVE sadrze izgovore
engleske abecede i 10 cifara, dok GRID i OuluVS sadrze
kratke reCenice, ograniCenog reCenika, iste za svakog
govornika.

OuluVS2 [7] je slozeniji korpus, govornici izgovaraju
duze recenice sa proSirenim re¢nikom i snimani su iz vise
uglova. AVICAR Kkorpus [8] je po obimu sli¢an OuluVS2,
ali se razlikuje po tome $to su govornici snimani tokom
voznje automobila, iz vise uglova. Da bi se premostio jaz
izmedu engleskog i ostalih jezika, razvijeni su RUSAVIC
[9] korpus na ruskom jeziku i CI-AVSR [10] na kineskom
jeziku, pandani AVICAR korpusu.

Ograni¢enje baza snimanih u kontrolisanim uslovima
jeste Sto imaju mali broj sati govora, kao i ogranicen skup
re¢i, $to nije dovoljno za potpunu obuku danasnjih modela
baziranih na dubokom ucenju.

Da bi se razvili veéi korpusi sa slobodnim re¢nikom koji
bolje predstavlja govor iz stvarnog sveta, razvijeni su
korpusi koji uzimaju govor sa interneta sa vise od 100 sati
govora i velikim brojem govornika. LRW [11], LRS2-BBC
[12] i LRS3-TED [13] su obimni korpusi na engleskom
jeziku za audio-vizuelno prepoznavanje govora i razlikuju
se pre svega po izvoru podataka i veli¢ini. LRW-1000 [14]
je obiman korpus za kineski jezik dobijen obradivanjem TV
emisija na kineskom jeziku, GLips [15] za nemacki, dobijen
obradivanjem snimaka iz parlamenta. Jedna od mana ovih
baza jeste §to u vecini slu¢ajeva govornici nisu snimani iz
viSe uglova.

Da bi se prevazi§li nedostaci korpusa snimljenih u
kontrolisanim uslovima i korpusa preuzetih sa interneta,
razvijen je OLKAVS [16] korpus na korejskom jeziku sa
1107 govornika i 1150 sati govora. Govornici su snimani iz
9 razlicitih uglova.

I1l. PRIPREMA AI-SPEAK BAZE

U fazi pripreme AI-SPEAK korpusa definisano je da ¢e
ovaj korpus sadrzati audio snimke govora na srpskom i
engleskom jeziku od 25 odraslih govornika oba pola, kao i
video snimke pokreta njihovih usana iz tri razli¢ita ugla.



Planirana koli¢ina govora po govorniku je 10 minuta. Na
kraju procesa snimanja snhimljeno je 35 govornika, ali
finalna verzija baze, nakon procesa obrade, sadrzi 30
govornika.

A. Korpus

Pripremljen je fiksan broj fonetski uravnoteZenih
recenica na oba jezika, ukljucujuéi skup recenica identiCan
za sve govornike i skup reéenica koje su jedinstvene za
svakog govornika. Deo korpusa zajedni¢ki za sve govornike
sadrzi izgovore slova srpske azbuke odnosno engleske
abecede, izgovore 10 cifara, 7 dana u nedelji i 13
komandnih re¢i (,,napred, nazad, levo, desno, gore, dole,
potvrdi, odustani, obrisi, posalji, dalje, pocetak, kraj“,
odnosno ,,forward, back, left, right, up, down, confirm,
cancel, delete, send, next, home, end*), kao i 25 re€enica po
jeziku. Deo korpusa jedinstven po govorniku sadrzi 50
reGenica za svaki od dva jezika, i posebno je kontrolisan u
pogledu fonetske pokrivenosti (oko 350 re¢i na srpskom i
oko 400 na engleskom jeziku).

Za svakog govornika pripremljena je PPT prezentacija
na kojoj svaki slajd sadrzi po jednu re€enicu, a pri prelasku
na slede¢i slajd ¢uje se zvucni signal koji ¢e se u kasnijim
koracima obrade koristiti za sinhronizaciju (sinusoida
frekvencije 1 kHz, trajanja 0.5 s). Govornici su instruisani
da recenicu prvo procitaju u sebi kako ne bi pravili greske
pri izgovoru te da recenicu procitaju normalnom brzinom, u
neutralnom tonu i sa neutralnim izrazom lica, bez bilo
kakvog naglasavanja u pogledu re¢eni¢ne intonacije.

B. Snimanje

Snimanje je izvedeno u IAC Mini anehoi¢noj komori
Univerziteta u Novom Sadu. U pitanju je komora oblika
kocke stranice oko 1.5m, koja je iznutra oblozena
modularnim akustickim panelima koji upijaju zvuk. Po
specifikaciji ova akusti¢ka izolacija smanjuje buku u odnosu
na spoljasnjost komore za 50dB. Ovakve komore Cesto se
nazivaju i gluvim sobama. Ovako male gluve sobe obi¢no su
namenjene za razne eksperimente i ispitivanja u oblasti buke
ili vibracija [17]. U ovom istrazivanju kori$¢ena je za
snimanje govorne baze jer, pored toga $to minimizuje
pozadinsku buku, obezbedena je i ponovljivost postavke
opreme za snimanje i osvetljenja u uslovima kada je
snimanje zbog veéeg broja govornika obavljeno u duzem
vremenskom periodu.

Za snimanje audio signala koriS¢en je Rode Podmic
mikrofon. Za glavni video snimak govornikovog lica spreda
koriS¢ena je Sony VLOG ZV-1 kamera. Uz to, pomo¢ni
audio i video snimci prikupljeni su pomocéu mobilnih
telefona Samsung A33 i Samsung S10, smestenih
dijagonalno ispred govornika s leve i desne strane,
respektivno (Slika 1). Za osvetljenje je koris¢en reflektor
ugraden u komoru, ali je prekriven odgovarajué¢im
materijalom kako bi se formiralo difuzno svetlo.

Govornici su sedeli u anehogenoj komori ledima
naslonjeni na zadnji unutra$nji zid komore, a ispred njih bio
je postavljen stalak sa laptopom na kom je prikazana
prezentacija sa recenicama koje se snimaju, stalci sa
kamerama i stalak za mikrofon. Celokupno snimanje
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Slika 1. Sema pozicije opreme tokom snimanja u anehogenoj komori u
odnosu na govornika.

po govorniku trajalo je u proseku 30-45 minuta. Govornici
su instruisani da se $to manje pomeraju tokom izgovora
recenice, kao i da se trude da ne menjaju polozaj Citavog tela
tokom celokupne sesije snimanja. U sludaju greSaka
prilikom izgovora, govornici su instruisani da ponove ceo
segment. Celokupna postavka u komori moze se videti na
slici 2. Tokom procesa snimanja, govornici su bili zatvoreni
u komori, a tok snimanja pra¢en je van komore, i snimanje
je zaustavljano ukoliko bi govornik prijavio neki problem.
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Slika 2. Postavka opreme tokom snimanja u anehogenoj komori.

C. Obrada
a) Obrada audio snimaka

Kako je naknadno utvrdeno, zbog blizine elektri¢nog
transformatora u susednoj prostoriji, u snimcima postoji
interferencija u vidu stalno prisutnog Suma na niskim
frekvencijama, pa je prvi korak obrade snimaka bila
redukcija ovog Suma. Ona je uradena primenom programa
Audacity, odnosno, odgovarajuce opcije Noise Reduction. U
prvoj fazi bira se deo gde nema govora, odnosno gde postoji
samo signal koji sadrzi pomenuti Sum, kako bi se izracunao
spektar snage Suma. U drugoj fazi, koris¢enjem infromacija
o pomenutom spektru, vrsi se uklanjanje Suma iz audio
signala. U pojedinaénim  frekvencijskim  opsezima



procenjuju se snage govornog signala i Suma, a zatim se u
pojedine opsege unosi odgovarajuce slabljenje u zavisnosti
od toga u kojoj meri u njima dominira Sum. Nakon toga vrsi
se vremensko ujednacavanje da bi se dobile spore promene
pojacanja za svaku frekvenciju, a prati ga ujednacavanje
frekvencija kako bi se postiglo da se nijedna frekvencija ne
potiskuje ili pojacava izolovano.

Nakon redukcije Suma, usledio je proces anotacije koji
ukljucuje manuelno oznaCavanje segmenta u Audacity
softveru, sa tri moguca ishoda: neupotrebljiv segment,
segment sa greSkama ali uglavnom ispravnim izgovorom, i
segment sa ispravnim izgovorom. Segmenti su razdvojeni
markerima, koje su anotatori postavljali u bilo koji trenutak
tokom trajanja sinhronizacionog signala.

Tokom pregleda podataka uocene su moguce greske, kao
§to su: nepravilno proditane re¢i, o$teCeni snimci, dodati
negovorni elementi kao §to su zamuckivanje, tzv. lazni
poceci (govornik poceo da izgovara odredenu celinu,
prekinuo i poc¢eo od pocetka), te izgovori preklopljeni sa
sinhronizacionim signalom. U zavisnosti od vrste greske,
segment moze biti odbacen, anotacija ispravljena, ili
govornik iskljuen iz baze ako kod njega ima previse
greSaka.

Snimci se naknadno automatski obraduju prema poda-
cima dobijenim manuelnom anotacijom. Prvo se vrsi fino
podesavanje pozicije markera na pocetak odnosno kraj
segmenta, i to trazenjem korelacije referentnog sinhroni-
zacionog signala sa verzijom iz audio snimka. Verzija koja
sadrzi sinhronizacioni signal u snimku dobijena je isecanjem
signala u intervalu +1s od vremenske odrednice markera
postavljenog od strane anotatora. Ovo fino podeSavanje
granica segmenata sprecava da se sinhronizacioni signal
nade u iselenim Ssegmentima. Prema oznakama koje je
anotator postavio, segment se ili u potpunosti zadrzava, ili
se odseca deo sa pogresnim izgovorom te zadrzava samo
onaj sa kona¢nim ispravnim izgovorom, ili se u potpunosti
odbacuje (Slika 3). Za delimi¢no automatsku fonetsku i
prozodijsku anotaciju (akcenti, pauze, naglasci) koristi se
samo audio-snimak sa glavnog mikrofona, a dobijene
transkripcije se automatski propagiraju na komplementarne
snimke.

b) Obrada video snimaka

Video snimci sa svih kamera sinhronizovani su pomoéu
zvuénih signala snimljenih kamerama. Takode, svi video
snimci su pregledani manuelno, pri ¢emu su primeceni
problemi sa prekomernim pomeranjem govornika tokom
izgovora recenica, kao i tehni¢ki problemi u vidu nedostatka
nekih snimaka sa pomo¢nih kamera. U slucaju ozbiljnih
problema, snimak se kompletno iskljucuje iz baze, ali se u
slucaju manjih gresaka belezi napomena.

Manuelno je na video snimcima utvrdena vremenska
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odrednica pozicije poslednjeg sinhronizacionog signala, te
su pozicije ostalih sinhronizacionih signala utvrdene
odgovaraju¢im vremenskim pomerajem U odnosu na taj, a
prema utvrdenim vremenskim odrednicama na glavnom
audio-snimku. Za sinhronizaciju je odabran poslednji
sinhronizacioni signal jer je on sigurno poslednji na svim
kamerama i glavnom audio-signalu, dok prvi nije nuzno isti
jer su se neki od govornika na pocetku snimanja samo
upoznavali sa radom prezentacije za prikaz recenica.

Problem je takode postojao u slu¢ajevima kada je tokom
snimanja sesije dolazilo do prekida, te ponovnog
ukljuCivanja neke od kamera iz razloga kao Sto su
automatska zastita od pregrevanja, $to je moralo biti ru¢no
pregledano i na odgovarajuci nacin sinhronizovano.

Konac¢no, kori§¢enjem MediaPipe alata postavljene su
maske preko svih video snimaka, kako bi se, radi zaStite
privatnosti govornika, u AI-SPEAK korpusu na$ao samo
donji deo lica govornika, gde se nalaze usne.
D. Najcesée greske

Osteceni delovi audio i video snimaka su izbaceni, ali je
ovoga bhilo izuzetno malo (ukupno 2 redenice). Govornici
koji su se previsSe pomerali tokom snimanja i to tokom
izgovora same recenice (klimanje glavom, promene polozaja
sedenja) izbrisani su iz baze, i takvih slucajeva bilo je 3.
Najveci problem bio je Sta uraditi sa snimcima reéenica u
kojima je pogresna jedna re¢, a govornik, suprotno
uputstvima, nije ponovio celu re€enicu nego je ponovio samo
tu jednu rec ili je nastavio dalje i bez pokusaja ispravke. U
slu¢aju audio-shimka, bilo bi moguce (iako ne idealno) da se
problemati¢ni deo recenice izbaci, ali takav diskontinuitet u
video snimcima apsolutno ne bi bio prihvatljiv. Kod 2
govornika ovakve greske bile su vrlo Ceste, te su oni izbaceni
iz baze. Medutim, kod govornika kod kojih su ovakve greske
bile sporadi¢ne, odgovarajuéi snimak bio bi izbacen u slucaju
da je recenica u delu korpusa zajedni¢kom za sve govornike,
a u slucajevima kada se radilo o recenici koja je namenjena
samo jednom govorniku, a kada je to bilo moguce, transkript
je bio modifikovan prema onome S$to je govornik zaista
izgovorio. Utvrdeno je da postoji 2% nedostaju¢ih vrednosti i
u srpskom i u engleskom delu baze sa reCenicama
zajednickim za sve govornike (ukljuéujuci i jednu recenicu
koja je izbagena zbog o$teCenog audio-snimka). U srpskom
delu baze sa personalizovanim reéenicama postoji 0,3%
nedostajué¢ih  vrednosti (ukljucujuéi jednu recenicu sa
oste¢enim audio-snimkom), osnosno 1% recenica sa
izmenjenim transkriptom. U engleskom delu baze sa
personalizovanim re¢enicama ima po 1% nedostaju¢ih
recenica i reCenica sa izmenjenim transkriptom.

IV. REZULTAT

Finalni korpus se sastoji od 160 foldera po govorniku,
gde svaki folder sadrzi audio-snimak i tri video-snimka iste
reCenice, uz transkripciju i pratee metapodatke (putanja do
foldera, tekst re¢enice na koju se folder odnosi, hapomene
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Slika 3. Korigovanje granica segmenata i prikaz mogudih scenarija (sleva nadesno): segment za brisanje, potpuno ispravan segment i segment koji sadrzi i
vi$e puta pogresno izgovorenu recenicu, a zatim ispravno izgovorenu recenicu.



ukoliko postoje neka odstupanja od ocekivanog). lako je
snimljeno 35 govornika, u bazi je zadrzano 30 govornika, 15
muskih i 15 Zenskih, od ¢ega kod 3 govornika nedostaju
snimci sa jedne od pomo¢nih kamera. Okvirno postoji 10
minuta govora za svakog govornika za svaki od dva jezika,
dakle ukupno oko 20 minuta po govorniku. Za svaki jezik je
snimljeno po govorniku 80 snimaka (75 recCenica plus
alfabet, cifre, dani u nedelji, pravci i komande), ali u proseku
postoji po 1-2% nedostajucih vrednosti po grupi re¢enica.

V. ZAKLJUCAK

AI-SPEAK baza ¢e u okviru AI-SPEAK projekta biti
javno otvorena naucnoj zajednici za istrazivanje. Koliko su
autori upuceni, ovo ¢e biti prva javno dostupna bilingvalna
multimodalna baza za istrazivanje govora. Takode, veoma
znacajan, a jedinstven deo ovakve baze cini dostupnost
video-snimka usana govornika iz tri razli¢ita ugla $to otvara
razne moguénosti za istrazivanje. Ovaj korpus predstavlja
vredan resurs za dalja istrazivanja u oblasti govornih
tehonologija i multimodalne analize govora.

ZAHVALNICA

Istrazivanje sprovedeno uz podrsku Fonda za nauku
Republike Srbije, #7749, Al-SPEAK.
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Recording bilingual database AlI-SPEAK for multimodal
speech recognition

Tijana Nosek, Sinia Suzi¢, Vuk Stanojev, Niksa Jakovljevi¢, Lidija
Krstanovi¢ i Milan Secujski

ABSTRACT

This paper describes the recording procedure as well as the final content of
a bilingual audio-visual database in Serbian and English. Although there
are numerous audio-visual databases of varying sizes for the English
language, this is the first example of such a database in Serbian. In addition
to its bilingual nature, another advantage of the presented database lies in
the fact that the video recordings are available from multiple angles —
frontal, as well as from the left and right sides relative to the main camera.
The development process of the database is described in detail, along with
the post-processing and all the issues that arose during the process.



