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Abstract—The development of high-quality Serbian text-to-

speech (TTS) systems for new speakers traditionally requires 

extensive phonetic and prosodic annotations, a process that is 

both time-consuming and resource-intensive. This paper explores 

a novel approach that leverages voice conversion (RVC) 

techniques to generate synthetic speech in the voice of a target 

speaker. In this scenario phonetically and prosodically annotated 

transcriptions of the source speaker could also be re-used for 

target speaker, i.e. RVC synthesized speech, as well. Four models 

were evaluated: two adapted with natural speech (30 and 3 

minutes, respectively), and two adapted with 2.5h of RVC-

generated speech based where RVC conversion models are 

trained using also 30 and 3 minutes of target speakers’ speech. 

Listening tests assessed speech naturalness and vocal similarity. 

Results indicate that RVC-generated data enables effective 

adaptation of multispeaker TTS models, outperforming direct 

adaptation with very limited natural data. Moreover, the amount 

of target speaker data used to train the RVC model had minimal 

impact on final synthesis quality. These findings highlight the 

potential of using RVC for low-resource speaker adaptation in 

TTS systems for Serbian. 

Index Terms—text-to-speech-synthesis, voice conversion, 

annotation 

I. INTRODUCTION 

Text-to-speech (TTS) technologies have rapidly evolved, driv-

ing significant advancements in human–machine interaction 

across various applications. A number of systems achieves the 

Mean Opinion Score (MOS) comparable to the one achieved 

for natural speech [1-3]. Many of the models enable the syn-

thesis in the voice of arbitrary speaker using limited amounts 

of training speech data.  This can be achieved by leveraging 

adaptation steps [4, 5] or even without finetuning, in a tech-

nique known in literature as zero-shot TTS [6-9].  

However, the majority of recent progress has been centered 

on high-resource languages such as English and models re-

quiring large amounts of training data, counting in hundreds 

or even thousands of hours of speech [7], for creating base 

models. For this reason under-resourced languages, such as 

Serbian, continue to pose unique challenges for TTS develop-

ment. 

Our research group has already developed a robust TTS 

engine for Serbian [10], which will be described in more de-

tails in the following sections. This system relies on a combi-

nation of expert blocks and some recent achievements in TTS 

based on deep neural networks, and requires phonetically and 

prosodically annotated text for training. Since the develop-

ment of annotated datasets is both a time-consuming and an 

expensive process, this remains a key obstacle in the creation 

of new TTS voices.  There have been attempts in creating of 

end-to-end systems for Serbian [11], which do not require pro-

sodic annotation of training data and thus decrease data prep-

aration time, but the results are still inferior to [10], since the 

amount of quality training data is limited. 

To address the limitation in creating new voices for Ser-

bian TTS, we propose employing a voice conversion approach 

to synthesize training data. By leveraging an already annotated 

speaker as the source, our method converts this voice to simu-

late new target voices. This innovative strategy circumvents 

the labor-intensive process of annotating new data from 

scratch. In doing so, it provides an effective means of expand-

ing the voice repertoire for Serbian TTS without the typical 

resource constraints. 

The remainder of the paper is organized as follows. Section 

2 reviews the literature on voice conversion and TTS speaker 

cloning, highlighting the challenges in low-resource environ-

ments. Section 3 describes our proposed methodology in de-

tail. Section 4 presents experimental evaluations and results, 

and Section 5 concludes the paper with a discussion on impli-

cations and future directions for research. 

II. METHODS 

A. DNN based TTS 

The highest-quality and most widely used Serbian TTS con-

sists of three primary modules. The first is the front-end, which 

normalizes the text, performs phonetization (which is a com-

paratively easy task in Serbian, due to its phonemic orthogra-

phy), creates prosodic tags for normalized text and then gen-

erates sets of linguistic features for each phoneme. Linguistic 

features represent a set of answers to yes-no questions regard-

ing phonemic and prosodic information for every phoneme 

(i.e. “Is this phoneme A?”, “Is this phoneme accented?”, etc). 

The second module is a DNN-based block that uses linguistic 

features to predict acoustic features for each phoneme, and the 

final module is the vocoder. An initial version of the system, 

which uses the deterministic WORLD vocoder, is described in 



[12], while an updated version, which uses the neural HiFi-

GAN vocoder is detailed in [10]. Although an universal HiFi-

GAN model could be used in the pipeline, we have shown that 

finetuning the universal model on the data for specific speaker 

improves overall results. 

Within the DNN-based component for acoustic feature 

prediction, there are two neural networks, as outlined in [12]. 

One network is dedicated to predicting the durations of pho-

nemes, and the other predicts output acoustic features using 

both the linguistic inputs and the information about phoneme 

duration. Linguistic inputs are the same for the both networks. 

Each of these networks consists of three feed-forward layers 

with RELU activation, followed by one LSTM layer, and sup-

ports multi-speaker modelling. The base multi-speaker mod-

els, duration and acoustic, enable better and faster creation of 

models for new target speaker by finetuning rather training 

everything from scratch [13]. In the training phase, linguistic 

features are extracted from phonetically and prosodically an-

notated databases, while the front-end is used only in the in-

ference phase. 

B. Voice conversion with RVC 

Voice conversion (VC) is a technique for modification of 

vocal characteristics of a source speaker’s voice so as to 

closely resemble those of a target speaker, while ensuring the 

original linguistic content remains unchanged. Unlike TTS 

systems that generate speech from text, VC algorithms 

commonly take an existing audio input (the source voice) and 

convert it to sound like a different speaker (the target voice) 

while preserving the original speaker's intonation, prosody, 

and emotional nuances. 

Generating new speech content for the purpose of data 

augmentation within this research is based on an open source 

project named Retrieval-Based-Voice-Conversion (RVC) 

[14]. It offers intuitive interface (WebUI) for pragmatic voice 

conversion to the wider public. RVC is a non-parallel voice 

conversion system, i.e. it does not require aligned or paired 

data between source and target speakers. Instead, it only uses 

speech data from the target speaker during training to build a 

voice conversion model. This model can then be used to 

convert speech from an arbitrary source speaker into the voice 

of the target speaker. The RVC project integrates state-of-the-

art architectures like HuBERT or WavLM for feature 

extraction and employs retrieval mechanisms to map source 

audio to target speaker embeddings. HuBERT is a 

transformer-based model trained to predict masked Mel 

Frequency Cepstral Coefficients (MFCCs) from audio [15]. 

 RVC has been used as a data augmentation tool recently, 

to create personalized datasets and improve ASR model 

performance in low-resource language scenarios, particularly 

for Hindi [16–17]. Here we utilize RVC to generate speech 

content for data augmentation phase, in order to produce 

additional training data in new voices. We selected CREPE 

[18] as the pitch extraction algorithm, ensuring better quality 

at the expense of computational complexity. Median filter is 

not applied in the next step as we did not use ‘harvest’ 

algorithm for pitch extraction algorithm. We have set the 

search feature ratio at 0.5 and we proceeded without 

resampling in the post-processing phase as source and target 

speaker files had the same sampling rate, matching the options 

provided by RVC. The volume envelope scaling was set to 1, 

whereas 0.33 was chosen for protecting voiceless consonants 

and breath sounds as a default option. Although it is 

recommended to use at least 10 minutes of low-noise speech 

data during the training phase, we conducted experiments 

using 3 minutes and 30 minutes of training data, aiming to 

explore and compare the performance limits of the RVC 

algorithm in the case of a tiny target speaker dataset versus a 

relatively large one.  

III. OUR APPROACH 

The main limitation of the state-of-the-art Serbian TTS system, 
as presented in Section II.A, is the requirement for phonetic and 
prosodic annotation of speech material for a new speaker. This 
process is extremely time-consuming – often requiring several 
dozen times the duration of the original speech – and demands 
expert knowledge, making the creation of new voices 
expensive and labor-intensive. 

In contrast, numerous models with zero-shot speaker 
adaptation have emerged in recent years and have demonstrated 
strong performance [6-9]. However, these models are not 
designed for the Serbian language. In fact, to the best of our 
knowledge, there are currently no models that can be easily 
adapted to Serbian, while existing end-to-end TTS models that 
do not require annotated datasets still exhibit performance 
inferior to the system described in Section II.A [10]. Therefore, 
in this work, we investigate the use of RVC to artificially 
generate sufficient speech material with the voice of the target 
speaker. In RVC conversion the source speaker is a speaker for 
which sufficient amount of annotated data already exists. The 
converted speech data is then used to adapt the multispeaker 
TTS model presented in Section II.A. 

A. Database 

Two datasets were used in this study. The first, referred to as 
the source speaker, contains 2.5 hours of speech (excluding 
silences) from Speaker A, phonetically and prosodically 
annotated. The second dataset, referred to as the target speaker, 
consists of 30 minutes of speech (excluding silences) from 
Speaker B, with both phonetic and prosodic annotations. Both 
speakers are female, and all recordings were conducted in a 
professional studio environment. The audio recordings are 
sampled at 22.05 kHz with a 16-bit depth. 

 As the baseline for the adaptation approaches, multispeaker 
DNN-based TTS model (MS TTS) trained on a total of 
approximately 20 hours of speech data from 11 different 
speakers (including the source speaker but excluding the target 
speaker) was used. It is described in detail in Section II.A. 

B. Models 

In further experiments, four different models will be evaluated. 
Theydiffer in data used for training. 

 The model that will be referred to as 30min_reg in the 
remainder of the paper is based on adaptation of the 
multispeaker TTS (MS TTS) model using 30 minutes of, 
phonetically and prosodically annotated speech from the target 
speaker. The adaptation follows a standard fine-tuning 



procedure involving both the duration and acoustic models, 
with the pre-trained parameters of the MS TTS model serving 
as initialization. The adaptation is performed in two stages: in 
the first stage, only the speaker embedding is trained while the 
rest of the model remains frozen; in the second stage, all model 
parameters are fine-tuned. This two-stage approach has proven 
effective for building new TTS voices [19], although its 
performance heavily depends on the availability of annotated 
material from the target speaker. 

 The model, hereafter referred to as 3min_reg, follows the 
same adaptation procedure but uses only 3 minutes of 
annotated speech from the target speaker. At the cost of a 
certain decrease in synthesis quality, the primary advantage of 
this approach lies in the significantly reduced annotation effort, 
provided an expert annotator is available.  

 The third and fourth models, hereafter referred to as 
30min_rvc and 3min_rvc respectively, also involve adaptation 
of the MS TTS model, but in these cases, for adaptation the 
synthetic speech generated via RVC models is used. Two RVC 
models were trained using unannotated audio recordings of the 
target speaker: one using the full 30-minute dataset, and 
another using only 3 minutes. These RVC models were then 
used to convert the 2.5-hour annotated dataset of the source 
speaker into synthetic speech in the voice of the target speaker. 
Since the RVC conversion preserves the linguistic content and 
prosody of the original speech while transferring the vocal 
characteristics to match the target speaker, the original 
annotations were assumed to remain valid. As a result, we 
obtained 2.5 hours of phonetically and prosodically annotated 
data in the target speaker’s voice, suitable for adapting the MS 
TTS model. Synthetic speech (2.5h) produced by the RVC 
model trained on 30 minutes of target speaker audio is used for 
training 30min_rvc model, while synthetic speech (2.5h) 
produced by the other RVC model, the one trained on 3 minutes 
of target speaker audio, is used for training 3min_rvc model. 

 It should be noted that this approach raises questions 
regarding the quality of the converted speech and the fidelity 
with which the target speaker's characteristics are preserved. It 
also puts focus on the requirement that the impact of the amount 
of target speaker data used to train the RVC model on the final 
TTS quality should be evaluated. 

 The DNN-based TTS model used in this study requires a 
vocoder to generate waveform outputs from the synthesized 
acoustic features. For all four experiments, we employed the 
universal HiFi-GAN (HFG) vocoder [20]. Although it is 
possible to adapt the HFG model to the target speaker, even in 
the case of Serbian, given sufficient natural speech data [10], 
we opted not to do so for any of the models. This decision was 
made to ensure that the evaluation results reflect the quality of 
the TTS models themselves, without additional influence from 
vocoder adaptation. It should be noted that the 30 minutes of 
natural speech from the target speaker should be enough for 
effectively adapting HFG model, so as 2.5 hours of RVC-
generated speech. Such adaptations have the ability to reduce 
vocoder-induced artifacts in the synthesized speech. 
Nevertheless, 3 minutes of target speaker data is insufficient for 
effective HFG adaptation, which further justifies our decision 
to use the universal HFG model uniformly across all four 
models and listening tests. 

IV. EVALUATION 

To evaluate the quality of the speech synthesized by the four 
models presented in the previous section, four listening tests 
were conducted. As the models 30min_rvc and 3min_rvc are 
not expected to preserve the prosody of the target speaker, 
objective evaluation metrics were deemed inappropriate for 
this study. The first two listening tests are designed to assess 
the overall quality of the synthesized speech, while the third 
test focuses on evaluating how well the vocal characteristics of 
the target speaker are preserved in the synthesized output. All 
listeners were native Serbian speakers. 

A. MOS test 

The aim of the first listening test was to evaluate the naturalness 
of the synthesized speech using a 5-point Mean Opinion Score 
(MOS) scale. A total of 20 listeners participated in the test, and 
each was asked to rate 15 utterances on a scale from 1 to 5, 
where a score of 5 indicated highly natural, human-like speech, 
and a score of 1 indicated completely unnatural or unintelligible 
speech. Among the 15 samples, 3 were recordings of natural 
speech from the target speaker, included as reference samples 
for the highest quality, although this was not disclosed to the 
listeners. The remaining 12 samples were synthesized using the 
four models described in Section III.B, with 3 utterances 
generated per model. While some sentences were shared across 
models (as regards content), no two models used an identical 
set of three sentences. 

 The results are presented in Fig. 1. As expected, natural 
speech samples achieved the highest average score 4.85. The 
30min_reg model achieved the highest MOS among the 
synthetic outputs (3.92), which is also expected. The 3min_reg 
model received a lower average score (3.12), which is 
consistent with our previous findings on the limitations of 
adapting with minimal annotated data. The models based on 
RVC-generated speech achieved MOS scores of 3.43 
(30min_rvc) and 3.28 (3min_rvc), suggesting a moderate 
degradation in naturalness when synthetic speech is used for 
adaptation. 

 These results indicate that although using RVC-generated 
data introduces some quality degradation compared to the 
adaptation with natural speech, it still outperforms adaptation 
with a small amount of natural speech. Interestingly, the 

 

Fig. 1. Results of MOS test – quality of synthesized speech. 
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relatively small difference between 30min_rvc and 3min_rvc 
(0.15) suggests that the amount of target speaker data used to 
train the RVC model may not be a critical factor for the quality 
of converted synthetic speech used for adaptation of MS TTS. 

B. Preference test 

The second listening test was a preference test designed to 
provide further insight into the perceived quality of synthesized 
speech, specifically in terms of listener preference between 
different synthesizers. A total of 20 listeners participated in the 
test, and each was presented with 12 pairs of utterances. For 
each pair, the utterances were identical in lexical content but 
synthesized using two different models. The listeners were 
asked to choose the utterance that sounded better in terms of 
intelligibility and naturalness. A “No preference” option was 
also provided for cases in which the listener could not decide. 

 Each of the following model pairings was tested using three 
pairs of utterances: 30min_rvc vs. 30min_reg, 3min_rvc vs. 
3min_reg, 30min_reg vs. 3min_reg, and 30min_rvc vs. 
3min_rvc. 

 As shown in Figure 2, the results align well with those of 
the first listening test. The 30min_reg model was clearly 
preferred over both 30min_rvc and 3min_reg, reaffirming its 
superior capacity for high-quality synthesis. Additionally, the 
3min_rvc model was preferred over 3min_reg, indicating the 
effectiveness of the RVC-based adaptation approach when only 
a small amount of target speaker data is available. Notably, 
there was no clear preference between 30min_rvc and 
3min_rvc, which suggests that the amount of target speaker 
data used to train the RVC model does not significantly impact 
the quality of voice conversion for this task. 

These findings support the conclusion that, while the 
quantity of annotated target speaker data is critical for effective 
adaptation of the MS TTS model, it is less critical for training 
the RVC model. Moreover, the results highlight the potential 
of the proposed approach in low-resource scenarios: the 
3min_rvc model was preferred over 3min_reg in 60% of the 
cases, with no preference expressed in an additional 10%, 

demonstrating its clear advantage when only a minimal 
quantity of data is available. 

C. Similarity test 

To evaluate how well the synthesized speech preserves the 
vocal characteristics of the target speaker, a third listening test 
was conducted. The goal of this test was to assess the perceived 
similarity between synthesized utterances and natural 
recordings of both the target and source speakers. Ideally, 
synthesized speech should closely resemble the target speaker 
while minimizing the resemblance to the source speaker—
particularly in the case of the 30min_rvc and 3min_rvc models, 
where such interference is more likely due to the use of RVC 
converted data for adapting MS TTS. 

A total of 20 listeners participated in this test. Each listener 
evaluated 16 sentence pairs on a 5-point similarity scale, where 
a score of 1 indicated that the utterances were clearly spoken 
by different speakers, and a score of 5 indicated that the listener 
is sure that the same speaker was perceived in both utterances. 
In half of the sentence pairs, synthesized utterances were 
compared to natural recordings of the target speaker, and in the 
other half, they were compared to natural recordings of the 
source speaker. Each model contributed 4 synthesized 
utterances, 2 were evaluated for similarity to the target speaker, 
and 2 for similarity to the source speaker. For half of the pairs, 
the reference and synthesized utterances had identical content, 
while the other half differed in content. It was concluded that 
the variation in content did not significantly affect listeners’ 
perception of speaker similarity. 

The results, presented in Fig. 3, show that the 30min_reg 
and 3min_reg models produce speech that does not resemble 
the source speaker (both getting mean similarity scores of 1.5), 
while achieving moderate similarity to the target speaker (3.2 
and 3.1, respectively). In contrast, the 30min_rvc and 3min_rvc 
models produce speech that is less similar to the target speaker 
(2.6 and 2.1, respectively). Interestingly, while 30min_rvc 
shows higher similarity to the source speaker (2.2) compared 
to the other models, both RVC-based models maintain 
relatively low resemblance to the source speaker overall (2.2 
and 1.5 for 30min_rvc and 3min_rvc, respectively). 

    

Fig. 2. Results of the preference test – quality of synthesized speech. 
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These findings suggest that although the RVC-based 

models do not adequately capture the target speaker’s identity, 

they also do not strongly retain the source speaker’s 

characteristics, resulting in speech that lies somewhere in 

between. The reason why 3min_rvc is rated as less similar to 

the source speaker than 30min_rvc is unclear and warrants 

further investigation through more extensive testing. 

V. CONCLUSION 

This study demonstrates that RVC-based voice conversion is a 
viable strategy for adapting multispeaker TTS models when 
only a minimal amount of natural speech data from a new target 
speaker is available. RVC-generated speech enables the re-use 
of existing phonetically and prosodically annotated 
transcriptions from other speakers data, eliminating the need 
for expert manual annotation and significantly reducing 
development costs. While the highest synthesis quality was still 
achieved using 30 minutes of manually annotated natural 
speech, RVC-based models consistently outperformed those 
adapted using only 3 minutes of such data. Importantly, the 
quality of RVC-generated data did not degrade substantially 
when the RVC model was trained on just 3 minutes of target 
speaker audio. These findings suggest that RVC can play a 
crucial role in the development of high-quality Serbian TTS 
voices in low-resource scenarios. Future work will explore 
methods to improve speaker identity preservation in RVC-
generated speech and to integrate a vocoder adapted to the 
target speaker for further enhancement of synthesis quality. 
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