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Abstract. Recent advancements in the field of natural language processing
(NLP) and especially large language models (LLMs) and their numerous appli-
cations have brought research attention to design of different document pro-
cessing tools and enhancements in the process of document archiving, search and
retrieval. Domain of official, legal documents is especially interesting due to vast
amount of data generated on the daily basis, as well as the significant community
of interested practitioners (lawyers, law offices, administrative workers, state in-
stitutions and citizens). Providing efficient ways for automation of everyday
work involving legal documents is therefore expected to have significant impact
in different fields. In this work we present one LLM based solution for Named
Entity Recognition (NER) in the case of legal documents written in Serbian lan-
guage. It leverages on the pre-trained bidirectional encoder representations from
transformers (BERT), which had been carefully adapted to the specific task of
identifying and classifying specific data points from textual content. Besides
novel dataset development for Serbian language (involving public court rulings),
presented system design and applied methodology, the paper also discusses
achieved performance metrics and their implications for objective assessment of
the proposed solution. Performed cross-validation tests on the created manually
labeled dataset with mean F; score of 0.96 and additional results on the examples
of intentionally modified text inputs confirm applicability of the proposed system
design and robustness of the developed NER solution.

Keywords: Named Entity Recognition (NER), legal documents, BERT, lan-
guage model, NER4Legal SRB.

1 Introduction

Named Entity Recognition (NER) represents identification and classification of named
entities in certain text or document, where named entities are typically noun phrases or
predefined categories that refer to some specific object, person, places, dates, or other
domain specific entities [1]. These tools are often used for preprocessing or analysis of
text documents for the purpose of information extraction, document tagging, retrieval
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or search. Thus, the possible use cases for NER tools are very diverse and depend on
specific text domain and application. In the context of legal documents, possibility to
automatically extract structured information about involved parties (places, reference
numbers, court names, dates, laws, official gazette, money amounts, etc.) allows precise
archiving, design of efficient search engines and question answering (QA) tools. Since
such information is usually the most significant in the document, extraction of key en-
tity values also makes the text summarization, document classification and sentiment
analysis easier to perform. Some of the examples of contemporary NER tools specifi-
cally targeting legal documents are described in [2] for Turkish, [3] for German, and in
[4]-[6] for English language, demonstrating significant interest in this application area.
Since Serbian language is still considered as low-resource in context of LLM develop-
ment and different downstream applications. Thus, NER tools for legal documents in
Serbian are still rare and uncommon among practitioners.

In order to overcome existing challenges, and contribute towards democratization of
LLM technology and its proliferation among Serbian speaking community, we demon-
strate design and development of one specific NLP downstream application that lever-
ages on fine tuning of pre-trained model (PTM). Proposed NER for Serbian legal doc-
uments leverages on the BERT type PTM [7], which was previously developed for
Serbian and other south Slavic languages by [8]. Presented solution and reported results
confirm applicability of proposed design for PTM task adaptation in the case of low-
resource languages, and especially in the domain of official legal texts. Therefore, it is
expected that presented methodology will motivate further development of similar lan-
guage tools for Serbian language. According to the conducted experiments on the an-
notated dataset consisting of 75 unique appellate court rulings from standard legal prac-
tice, the proposed NER model achieves mean recognition accuracy of 0,99 and individ-
ual recognition F; measures in the range between 0,89 and 0,99 over 15 NER categories
corresponding to 8 unique named entity (NE) types characteristic for such legal docu-
ments. Besides cross-validation, additional tests involving noised textual data confirm
robustness of NER model and its applicability for the specific task. The
NER4Legal SRB model parameters and proposed dataset are freely available in the
following repository: https://huggingface.co/kalusev/NER4Legal SRB.

The rest of the paper is organized as follows, in Section 2 we provide an overview
of NER design principles and contemporary approaches involving PTM and different
NLP representation learning techniques. In Section 3 are described labeling process and
created legal texts dataset, as well as NER model architecture and PTM adaptation to
downstream NER task by low-resource fine-tuning over developed dataset. Section 4
presents experimental results and their discussion. Finally, Section 5 indicates direc-
tions for future work.

2 Related work

There are different design approaches for NER tools, which are trying to capture intri-
cate language context in order to extract and recognize specific entity values. Entity
meaning is usually tied to its surrounding context, which makes the rule based [9], [10],
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and dictionary based methods [11] less favorable in contrast to machine learning (ML)
based approaches [4], [12], [13] or hybrid architectures [14], [15].

Traditional NER methods were typically relying on handcrafted features capturing
short-distance relations between the words in the sequence, and lacking the ability to
consider bidirectional word relationships. As a result, they often fell short when dealing
with complex linguistic scenarios where an entity’s meaning reflects the surrounding
context. Supervised NER solves a multi-class classification problem or a sequence la-
beling task, where each of the labeled training samples is represented by the corre-
sponding feature vector, and the corresponding ML model is used to recognize new
samples from the text. Depending on the classification model, there had been various
learning approaches mainly based on sequence modelling capabilities of Hidden Mar-
kov Models (HMMs) [16], Conditional Random Fields (CRFs) [17], [18]. Such ap-
proaches were usually relying on fixed word embeddings and limited length observa-
tion windows over tokens (a single words or subword units in the input text) for feature
engineering, as well as decision trees [19] or a set of binary Support Vector Machines
(SVMs) [20] on the part of the learning task. A typical example of semi-supervised
sequence modeling approach for NER is [21], where the K-Nearest Neighbors (KNN)
classifier is used for pre-labeling of tweet data, after which the CRF model is applied
in the sequential manner in order to produce the final predicted labels sequence.

In order to capture non-trivial long-distance dependencies in word or token se-
quences, neural networks capable of processing variable length inputs, like the recur-
rent neural network (RNN) and the long-short term memory (LSTM) units with the
forget gate, were applied to NER classification tasks, which brought a significant per-
formance improvement over the previous approaches [21]. Most recently, the concepts
of bi-directional LSTMs and CNNs that learn both character- and word-level features
were further improved with the introduction of pre-trained transformer based bi-direc-
tional representations provided by BERT type [7] language models. Such contextual-
ized language-model embeddings, comprising of token position, segment and token
embedding are usually characterized as hybrid representations.

The key for development of cost effective solutions for different NLP tasks is ability
to exploit learned representations of input data (inherently learned by LLM pre-train-
ing) and perform low-resource model adaptation in domain specific downstream tasks.
It was made possible by recent advancements in self-supervised training of LLM archi-
tectures that are designed in the style of encoder, decoder or encoder-decoder deep neu-
ral networks (DNNs). BERT [7] or bidirectional encoder representations from trans-
formers are particularly well suited for NER task due to self-attention mechanism,
which means that the encoder considers the entire context (e.g. in total up to 512 tokens
for sentence, or multiple sentences in the paragraph) when predicting the category for
a specific token, including observations from the past and future (i.e. both preceding
and following tokens), due to its bidirectional training and structure. On the other hand,
decoder type PTMs, like GPT [22], are generally considered as less suitable for NER
and similar NLP tasks like sentiment analysis and masked word prediction, due to uni-
directional structure of decoder type PTMs that is well suited for word prediction and



NLP tasks involving text generation, like text summarization, text completition or ma-
chine type translation. This was made possible by proposal of various learning strate-
gies that have significantly improved representation learning by exploiting vast corpora
of unannotated data. These include word-level objectives like causal language model-
ing (CLM) in [22], masked language modeling (MLM) in [7] and its span-level gener-
alization in [23], replaced (token detection) language modeling (RLM) in [24], or de-
noising language modeling (DLM) in [25]. Similarly, their sentence-level counter parts
like next sentence prediction (NSP) in [7], sentence order prediction (SOP) in [26] or
sentence contrastive learning (SCL) in [27]. However, it should be noted that PTM
performance varies depending on the type of downstream task, as well as the imple-
mentation, as suggested by [28], where it was shown that BERT type [7] baseline per-
forms better in comparison to ALBERT model [26] on NER tasks, despite improve-
ments that were brought by [26] over [7] (e.g. lower memory consumption and in-
creased training speed, without the NSP strategy [29]).

When it comes to PTM based solutions for Serbian NLP, besides BERTi¢ [8] and its
derivatives for QA [30] and NER [31], notable works relying on other PTMs also in-
clude learned embedding models proposed in [32] and [33]. Significant efforts were
also put into Serbian specific NER solutions proposed in [34], [35], while [36] consid-
ers the problem of using Serbian specific BERT based PTMs instead of multilingual
BERTS [7], [37] or south Slavic BERT models [8]. As pointed out by [38], in the recent
period there have been several attempts of developing Serbian specific PTMs like the
[39] PTM based on RoBERTa architecture [29]. However, when it comes to down-
stream tasks, according to [38] and [36], NER solutions based on Serbian specific
PTMs achieve similar performance to NER models fine-tuned on BERTi¢ [8], as meas-
ured by NER experiments involving seven entities: demonyms (DEMO), professions
and titles (ROLE), works of art (WORK), person names (PERS), places (LOC), events
(EVENT) and organizations (ORG); defined in SrpELTeC dataset proposed in [35].

3 Methods and data

Specific challenges for NER in legal documents usually stem from regulatory and com-
pliance complexities, which come from the unique set of laws and regulations in each
country, besides the language barrier that can be regarded as significant problem in the
case of PTMs adaptation for languages with low NLP resources. From the literature it
is known that the pre-training of BERT type models on the domain specific corpora (by
adaptation or from scratch) can bring certain performance gains, like in the case of
Legal-BERT [4]. However, in practice such approach can be unfeasible for resource
constrained solution designs. Similarly, our approach is more baseline in comparison
to [5], where the Legal-LUKE model was trained from the beginning to solve MLM
and NER at the same time (predict both words and entities, i.e. achieve legal-contextu-
alized and entity-aware representations).

In this work we have decided to rely on the existing PTM proposed in [8] and focus
on the development of small scale dataset of legal texts that would allow us to demon-
strate feasibility of fine-tuning BERTi¢ [8] model for the specific downstream task of



recognizing 8 named entities (NEs) in Serbian legal documents. Defined NEs include:
names of the courts (COURT), calendar dates (DATE), final rulings on the matter at
hand (DECISION), names and abbreviations of written laws issued by the government
(LAW), money values (MONEY), names of the announcements regarding new laws,
amendments, and regulations exclusively from the official gazette of the Republic of
Serbia (OFFICIAL GAZETTE), full names of the persons and anonymized abbrevia-
tions (NAME), alphanumeric designations of the court rulings (REFERENCE). The
number and type of defined NEs is similar to legal NER solution described in [2].

Adopted approach can be regarded as similar to methods proposed in [40], [41], in
the sense that the goal was to design effective NER system with the small amount of
training data for the fine-tuning of the existing PTM. However, in comparison to [40]
proposed dataset is fully annotated, and we avoid training on partially annotated legal
documents.

3.1 Dataset development

Legal texts, and especially court rulings, are known to contain long, nested and syntac-
tically complex sentences, which are made of formal and domain specific language,
with presence of complex abbreviations and cross-referencing on other documents. Alt-
hough the process of digitization is ubiquitous, including optical character recognition
(OCR) of the old archives, there is still a lack of annotated legal datasets in Serbian
language, and a challenge of constantly evolving legal frameworks. Additional chal-
lenge is also that NEs in legal documents can contain synonyms, abbreviations, and
misspellings.

In order to most efficiently cover all types of legal documents in which previously
described 8 NEs appear, we have decided to exclusively focus on currently available
examples of Serbian judicial practice, which are available from the official website [42]
of the Ministry of Justice. Such decision was motivated by the fact that this repository
contains official public documents (court rulings) that were carefully chosen by the
repository editors in order to provide representative samples of Serbian judicial practice
in appellate courts. Since these rulings, Fig. la, are mostly uniform in structure and
cover appellations from municipal and high courts in Serbia, present NEs are quite di-
verse in both their values and context appearances. In contrast to Legal-BERT [4], we
have not considered official law texts, which e.g. do not contain person names and court
ruling references, while other NEs usually do not appear in the similar context as in the
court rulings. In total 75 documents addressing non-economic damages were collected
from [42].
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Fig. 1. (a) An illustration of original court ruling in Cyrillic script; (b) annotation process with
BIO scheme; (c) number of NE types appearances per each cross-validation subset (random
sampling procedure is described in Algorithm 1)

Since Serbian language can be written in both Cyrillic and Latin alphabet, and while
BERTi¢ [8] PTM is producing more tokens in tokenization process of Cyrillic texts, for
the purpose of NER design demonstration we have decided to perform transliteration
of original documents from Cyrillic to Latin script. Since BERT type models are usually
accepting up to 512 token length for encoder input, original documents were processed
into one sentence per line textual files. Such data were manually annotated by using the
tool available in [43], Fig. 1b, with character level annotation precision (entity selection
without white-spaces at the ends and punctuation marks) and outputs saved in JSON
file format.



In the case of entities that consist of several words, there are different strategies for
NEs annotation [44], e.g. IO, BIO (or IOB), IOE, IOBES, IE, BIES (B(begin)- and
E(end)-, mark the first and the last token of an entity, S(single)- single token entity,
while I(inside)- and O(outside)- mark the tokens within and outside of the entities, re-
spectively). It means that the number of instances of O category (non-entity words)
dominates the dataset. Although 10 scheme was found to outperform others [45], it
comes with disadvantage of not being able to distinguish between consecutive NEs,
while the most common BIO performs similarly to others and was therefore applied,
Fig. 1b. Note that sentences without any NE were not taken into final annotated dataset.
Thus, annotation of 75 legal documents resulted in total 2172 sentences containing NEs,
i.e. 758012 characters which have produced 183543 tokens after applied WordPiece
tokenization [46], for which the same [47] tokenizer implementation as in selected PTM
[8] was utilized. Regarding the NE distribution, there were: 1484 person”, 653 court”,
1122 ”date”, 504 “reference”, 112 “official gazette”, 295 decision”, 1342 ”law”, and
807 “money” appearances, in total 6319. After application of BIO annotation scheme,
instead of initial 8+1 entity types (8 described NEs and additional O-type) multi word
NEs in the dataset produced in total 14+1 classification categories (“date” and “deci-
sion” NE do not produce an I-type token label).

3.2  Model development

Adopted PTM was pre-trained using ELECTRA framework [24], i.e. replaced token
detection language modeling (RLM), which is characterized by the following optimi-
zation objective:

Lpry =L+ ALp (D

where L denotes the standard MLM pre-training of generative BERT encoder G, while
L, is the objective of the RLM specific discriminator D. If we denote with X; masking
of token ¢ in MLM, and with %; token replacement with the word that was generated by
G in RLM, then the corresponding objectives can be defined by probabilities P; and
Pp, which correspond to probability of generator G correctly predicting the masked
word X; in sequence X, or probability of discriminator D correctly detecting that the
original word x, was replaced by the generated X;:

Lo = —YtemYelogPg (x; | %) @)
Lp = _Z{=1[yt10gPD(yt =11x)] + A1 — y)logPr(y, =0 1%) (€))

where y, = 1 indicates the word replacement or masking operation.

We note that G is not trained in an adversarial fashion, characteristic for generative
adversarial networks (GANSs), but separately from D, while £}, contains two terms en-
compassing discriminator decisions in both cases (when the original word x; in the
sequence is present at the input of D, as well as when it is replaced by the MLM gen-
erator G), which increases the number of tokens 7 contributing to model update. This
approach makes training more efficient, as the PTM learns from every token rather than



just masked ones. Pre-trained discriminator D is then fine-tuned on sentences from legal
documents for token classification task with 15 unique labels (categories) correspond-
ing to described NER in Section 3.1.

3.3  Experimental setup

In order to effectively perform and assess proposed downstream adaptation of PTM,
the following statistical crossvalidation procedure was used. Initially created dataset
with imbalanced number of tokens per NE types was first randomly shuffled at docu-
ment level into five disjunct subsets, i.e. random 5-fold cross-validation partition, as
shown in Fig. 1c. It is achieved by iterative clustering procedure described in Algo-
rithm 1, consisting of grouping of documents with similar NE distributions:

Algorithm 1

1: procedure TRAINING/TEST SET RANDOM PARTITION

2 Initialization: K annotated documents, with C NE
types (categories); set number of partition P subsets K,
P ={S,... 5k}

Iterative procedure:

4: # 1: Assign feature vector f; to each document D;,
reflecting the NE content in labeled sentences, e.g. nor-
malized histogram of NE appearances in D;

5: # 2: Group D;, i = 1..K, into K subsets Sj. based
on similarity in feature space f; € RS, e.g. by K-means
clustering with L, distance:

6 Mingg, g, sy Sher Dpes, 20— el

7: #3: By sampling without replacement, randomly select
one document per each Sy and assign_that document 1o
final partition subset Sy. If some of S). become empty,
continue the iterative procedure over remaining ones until
all D;, i = 1..K are assigned to some Sj, € P.

8: Final Deduplication: Remove duplicates, i.e. identical
sentences that appear in all documents in the same
partition subset Sy, (e.g. name of the court in the heading)

9: end procedure

Although random partition of original dataset is performed on document level, final
training/test subsets are made only of one sentence per line entries from corresponding
documents. Applied procedure with parameters X =75, C=9, K=5, L1 distance and NE
type histograms as feature vectors fi resulted in partition shown in Fig. 1c. Class ”O”
of tokens denoting words outside 8 predefined NEs expectedly had several orders of
magnitude higher number of instances and therefore was not shown on the same dia-
gram in Fig. lc, although it was taken into account for fi computation. Note that pro-
posed randomization procedure did not consider final 14+1 categories of NEs that are
obtained after text tokenization, as described in Section 3.1.

3.4  Model training process

Model performance was measured by 5 independent experiments involving selection
of 4 partition subsets for training and 1 for test. Production model parameters were
obtained by training over all available data. Model training convergence over one of
the cross-validation folds is illustrated in Fig. 2.



For model implementation was used Python programming language and cloud com-
puting platform with one A100-SXM4 GPU device and 40GB of memory. Each of the
5 training sessions consisted of selecting 4 out of 5 partition subsets and random split-
ting of their labeled sentences into temporary training and validation sets in the ratio
9:1, respectively. After initial pre-study involving AdamW optimizer, transformer
DNN model parameters were optimized using learning rate of 2e-5, weight decay 0.01,
fp16 precision, 4 gradient accumulation steps, number of training epochs 6, and the best
model selection based on the mean validation set F1 score. Since the input sequence
length was limited to 512 tokens, training batch size was deliberately set to 2 in order
to avoid any possibility of exceeding the maximum input length in case of long and
nested sentences in legal documents, which can be regarded as suboptimal solution.
Number of labeled NE training samples varied between 1143 and 1464 per training
session. Since the total number of the labeled sentences was 2172, approximately 90%
of 1738 was used in each training session. This corresponds to ~ 1560 sentences for
each training epoch, with the effective batch size of 8 (due to 4 gradient accumulation
steps), which leads to around ~ 195 training steps per epoch, i.e. = 1172 iterations. A
more detailed illustration of the training process over each of the 15 NER model output
categories (BIO labels) is shown in Fig. 3. The number of steps in Fig. 2 and Fig. 3 is
the same, but in general varies between the experiments.

—o scaunaq

© 260 0 600 800 1000 1200
ration

(@) (b)

Fig. 2. (a) Model optimization loss, and (b) mean accuracy over training iteration steps.

We note that precision is measured as the percentage of labeled NEs found by the
NER system that are correct, while the recall is the percentage of labeled NEs present
in the corpus that are found by the system. A NE was considered as the correct only if
it was an exact match of the corresponding entity in the data file. Individual F1
measures over each of the classes during training are shown in Fig. 4.

Final production model had 450 MB in size, 110 M trainable parameters and its
training using all available data lasted under ten minutes on the given hardware. During
training total memory reserved on the GPU did not exceed 4 GB, while the initially
allocated memory was around 1.4 GB in size.

Unlike traditional approaches, BERT introduces a bidirectional context representa-
tion. It simultaneously considers words to the left and right of each word in a sentence,
enabling a more nuanced understanding of language. This means when analyzing a
word, BERT examines both preceding and following words, capturing intricate linguis-
tic dependencies.
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Fig. 3. (a) Precision and (b) recall curves for each of 15 NER output classes (categories) over
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Fig. 4. F1 measure per each output class vs training iterations.

While traditional NER models typically use generic semantic categories like Location,
Organization, and Person, legal domain NER requires recognition of domain-specific
entities such as judges, courts, and court decisions.

4 Results and discussion

Proposed NER solution was extensively tested using objective performance measures,
as well as by additional model analysis involving human judgment of NER quality and
effectiveness. Model efficiency was not specifically analyzed, but the model size was
such that it was easy to run the production model on local notebook machine. Subjective
evaluation was done in order to test developed solution on out of sample sentences and
investigate model robustness against different kinds of noisy inputs. More details re-
garding obtained results and their analysis is provided in the following.
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4.1 Cross-validation performance

Detailed statistical cross-validation of model performance was performed according to
procedure outlined in Section 3.4., which consisted of estimation of accuracy (Acc),
precision (Prec), recall (Rec) and F1 measure. Besides individual metrics computed for
each NER category (C = 15 output classes), their statistical averages were also reported,
the last row in Table 1. All metrics were computed based on results of 5 independent
test experiments, in which there was no overlap between the legal documents in the
training and test sets. Individual NER results are aggregated and shown in accuracy
assessment matrix in Fig. 5.
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Fig. 5. Accuracy assessment matrix

The average values in Table 1 were computed by macro averaging, in which the
metrics were first calculated individually for each class based on values in Fig. 5 and
then averaged across all classes. Alternative aggregate metrics would be the ones ob-
tained by micro averaging that would compute number of true positives (TP), true neg-
atives (TN) and false negatives (FN) across all classes and then compute aggregate
metrics by their averaging. However, this approach was not pursued since it would lead
to more optimistic aggregate metrics due to bias that would be introduced by class ”O”
with several orders of magnitude more samples. Similarly, also holds for Acc, which is
also known to have overly optimistic value in case of large number of negative samples
that are correctly classified. Thus, based on results in Fig. 5 the reported metrics were
computed by following expressionS'

Prec =—

ZTP +FP, @
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Rec=—z
1P F
+FN, 5)
— 1 &2 Precision, - Recall,
1=—Z (6)
C =S Precision, + Recall,
1 & TP +TN,
ACCZ—Z (7
C‘TTP+TN,+FP +FN,

Table 1. Performance metrics: per class and average values

Class | Recall | Precision| Accuracy | Fi
(6] 0.99 0.99 0.99 0.99
B-Court 0.98 0.97 0.99 0.97
B-Date 0.98 0.98 0.99 0.96
B-Decision 0.95 0.96 0.99 0.95
B-Law 0.99 0.96 0.99 0.97
B-Money 0.99 0.99 0.99 0.99
B-0.Gazette 0.93 0.94 0.99 0.93
B-Person 0.98 0.94 0.99 0.96
B-Reference 0.87 0.91 0.99 0.89
I-Court 0.99 0.96 0.99 0.97
I-Law 0.99 0.96 0.99 0.97
I-Money 0.97 0.99 0.99 0.98
[-O0.Gazette 0.94 0.92 0.99 0.93
I-Person 0.95 0.99 0.99 0.97
I-Reference 0.96 0.91 0.99 0.93
Average 0.97 0.96 0.99 0.96

4.2 Model robustness

After successful cross validation experiments which have confirmed initial research
hypothesis that it is possible to create effective domain specific NER solution for Ser-
bian language with small amount of resources, we have also investigated solution’s
robustness. E.g. in Fig. 6 are shown some illustrations of NER outputs (token level
classification decisions), which are correct despite the presence of text errors and mis-
spellings.

4.3  Results analysis

Values in Table I suggest that model in general performs well, although slightly weaker
on “B-Reference” and “I-Reference” classes. It could be expected due to diverse nature
of “reference” NE values, which can contain various alphanumeric characters, spac-
ings, syntax that varies among different courts and usually consist of character se-
quences that do not generally correspond to any word from the language. On the other
hand, the proposed dataset had relatively limited corpus of annotated examples (e.g.
504 “reference” NE), implying that the more complex NEs would be harder to learn by
limited amount of training data. Slightly better are the results for "official gazette” NE,
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Token Predicted Label Token Predicted Label Token Predicted Label

1 1

2 2

Re 3 Re 3 Re

4 ##senjem 4 ##senjen
5 5

6 6

7 7

8 8

1 | I |
2

3 o o o
4 ##senjem o o o
5 B-COURT
6 B-COURT
7 B-COURT

B-COURT

5 Ape
6 #ilac

B-COURT
B-COURT
B-COURT

B-COURT
B-COURT
B-COURT

5 nApe
6 #ilac

Ape
6 ##lac

Hio #hio s
#inog B-COURT #inom B-COURT #idi

| | |

| | |

| | |

| | |

| | |

| | I
9 suda | T-COURT 9 sud | I-COURT 9 tion | B-COURT
10 u | I-COURT 10 u | I-COURT 10 tio | B-COURT
11 Novom | I-COURT 11 Novom | I-COURT 11 g | B-COURT
12 sadu | I-COURT 12 sadu | I-COURT 12 suda | I-COURT
13 | I-COURT 13, | I-COURT 13 u | I-COURT
14 G | B-REFERENCE 14 6 | B-REFERENCE 14 Novom | I-COURT
15 #4z | B-REFERENCE 15 ##z | B-REFERENCE 15 sadu | I-COURT
16 #41 | B-REFERENCE 16 #41 | B-REFERENCE 16 , | 1-COURT
17 . | B-REFERENCE 17 . | B-REFERENCE 17 6 | B-REFERENCE
18 190 | I-REFERENCE 18 190 | I-REFERENCE 18 ##z | B-REFERENCE
19 ##41 | T-REFERENCE 19 #41 | I-REFERENCE 19 ##1 | B-REFERENCE
20 / | T-REFERENCE 20 / | I-REFERENCE 20 . | B-REFERENCE
21 10 | T-REFERENCE 21 | 10 | I-REFERENCE 21 190 | T-REFERENCE
22 od | o 22 od | o 22 #41 | T-REFERENCE
23 12 | B-DATE 23 12 | B-DATE 23 / | T-REFERENCE
A | B-DATE 24 | . | B-DATE 24 10 | T-REFERENCE
25 05 | B-DATE 25 05 | B-DATE 25 od 1o
26 . | B-DATE 26 | . | B-DATE 26 12 | B-DATE
27 2010 | B-DATE 27 2010 | B-DATE B | B-DATE
28 | B-DATE 28 . | B-DATE 28 05 | B-DATE
29 29 29 . | B-DATE
30 30 30 2010 | B-DATE
B 31 31 | B-DATE

C)) (b) ©

Fig. 6. Proposed NER in case of noisy inputs: (a) regular text, (b) and (c) text with the presence
of errors and misspellings; in all cases the outputs are correctly classified

which according to Fig. 1c had even smaller corpus of 112 annotated samples over
whole training/test set partition. However, NER model adaptation based on PTM was
still successful, since these NEs had smaller variability in comparison to previously
discussed “reference” type. Results of model training convergence in Fig. 3a reveal that
improvements of model precision on “person” NER are relatively slow and underper-
forming in comparison to other NEs. On the other hand, recall values change in similar
fashion to other NEs, Fig. 3b. This indicates that recognition of “person” NE is almost
always successful in case of real or correct words corresponding to person names, but
there is also a large number of misclassification or false positives. Although this NE is
the most frequent in the created dataset, Fig. 1c, observed model behavior could be due
to the fact that “person” NE also encompass name abbreviations in the form of initials
(e.g. “AA”, “CC”, ...), which correspond to anonymized personal data in public court
rulings. Thus, possible improvements could be directed towards such issues.

Potential limitations of the presented NER model are that it was trained on the lim-
ited corpus of annotated documents, which were selected from the specific domain ad-
dressing non-economic damages. In that sense, the style and context of NEs appearance
could bias the model towards certain decision regions. Such challenges could be over-
come by more diverse and comprehensive dataset, e.g. including different types of court
rulings, but also official law documents from standard judicial practice. Regarding
computational efficiency, the model is using 32-bit floating-point precision for numer-
ical computation, which could be regarded as inefficient in case of large scale applica-
tions with high processing throughput and requirements for low operational costs.

5 Conclusions

In the presented work we have demonstrated design of novel NER system for Serbian
legal documents and proposed novel domain specific dataset based on publicly availa-
ble court rulings. Besides model development and conducted experiments, the paper
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also addresses the methodology of successful adaptation of pre-trained language mod-
els for specific downstream NLP tasks. This is particularly important in case of lan-
guages and applications with low resources, in terms of NLP tools and specific training
corpora. We hope that this work will stimulate further interest into this emerging topic,
especially in the case of Serbian language.
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