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Sazetak

Veliki jezicki modeli koji se razvijaju na bazi vestacke inteligencije predstavijaju najbrie prihvacenu internet
tehnologiju. Za godinu dana dostigli su impresivno viadanje prirodnim jezikom, prvo na engleskom, a ubrzo i
na mnogim drugim jezicima. Istovremeno su znacajno unapredene mogucnosti virtuelnih govornih asistenata,
kao i njihova primena u pametnim kuéama i pametnim gradovima. U radu je ukratko prikazana retrospektiva
razvoja govornih tehnologija za srpski i srodne juinoslovenske jezike, moguce primene sa posebnim osvrtom na
prednosti i opasnosti primena govornih tehnologija. Objainjena je sustina izazova u razvoju automatskog
prepoznavanja govora i sinteze govora na osnovu teksta, njihova interdisciplinarnost i potreba za prikupljanjem
i obradom ogromnih govornih i jezickih resursa. Predstavijene su prve primene govornih tehnologija na
srpskom i srodnim jezicima na pametnim telefonima i na pojedinim internet portalima, kao i perspektive njihove
primene u pametnim kucama i u pametnim gradovima.

Klju¢ne reti: Obrada prirodnog jezika (NLP), veliki jezicki modeli (LLMs), govorne tehnologije: automatsko
prepoznavanje govora (ASR) i sinteza govora na osnovu teksta (TTS), govorna komunikacija covek-masina,
primene govornih tehnologija na pametnim uredajima i sistemima.

1. Uvod

Veliki jezi¢ki modeli (eng. Large Language Models — 1.1.Ms) su se u 8iroj javnosti pojavili krajem
2022. godine 1 brzo su postali najbrze prihva¢ena tehnologija koja je svima dostupna preko interneta.
Kompanija OpenAl je zvani¢no lansirala ChatGPT jos pre par godina, a trenutno je aktuelna verzija
4.0 koja se pojavila u martu 2023. godine. Do sada su sa ChatGPT diskutovali milioni ljudi Sirom
sveta. ChatGPT baziran je na velikom jezitkom modelu GPT (eng. Generative Pre-trained
Transformer), a postoje 1 mnogi drugi LLMs koji se koriste za razli¢ite svrhe u domenu obrade
prirodnog jezika (eng. Natural Language Processing — NLP). Njihove moguénosti se ¢esto aZuriraju |
unapreduju kako se tehnologija razvija. Nakon uvodnog poglavlja ¢emo pomenuti nekoliko LLMs |
posebno one koji se koriste u virtuelnim govornim asistentima.

Paralelno sa razvojem LLMs doSlo je 1 do kljuénog progresa u razvoju govornih tehnologija, takode
zahvaljujuéi primeni vestatke inteligencije u Sirem smislu, a posebno masinskog i dubokog ucenja
Govorne tehnologije omoguéuju ¢oveku da komunicira govorom s pametnim uredajima i sistemima
kao §to su roboti, aparati u domadinstvu, instrumenti u automobilima, personalni asistenti na
racunarima, mobilnim telefonima, pametnim zvuénicima itd. lako to mnogima izgleda kao samo o2
jedan na¢in komunikacije i starije osobe nece lako steCi naviku da se govorom obracaju uredajimz
mladi odrastaju uz pametne igracke, pametne telefone, tablete 1 laptop raCunare — koji sa njima
pri¢aju.

Govormma komunikacija ovek-madina u osnovi se bazira na govornim tehnologijama kao %o
automatsko prepoznavanje govora (eng. Automatic Speech Recognition — ASR) i sinteza govora |
osnovu teksta (eng. Text-to-Speech — TTS). Za razliku od drugih novih tehnologija, govon
tehnologije su manje ili vise jeziCki zavisne, $to znaci da se u izvesnoj meri moraju razvijati zasebn:
za svaki jezik. U tome se najviSe odmaklo za jezike koje Sirom sveta govore stotine ili bar desetine
miliona ljudi, zato $to je razvoj govornih tehnologija skup proces jer zahteva angazovanje skupil
stru¢njaka, vreme za sakupljanje 1 obradu jezickih 1 govornih resursa, kao i eksploatisanje znacajnih
procesorskih resursa. Zahvaljujuci nizu projekata koje je u poslednje dve decenije vodio autor ovog
rada sa timovima istrazivaca na Fakultetu tehni¢kih nauka i inZenjera u preduzeéu AlfaNum, razvijene
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2. Veliki jezi¢ki modeli i njihova primena u virtuelnim govornim asistentima

ChalGPT o E?E?Sn_w.a f]ﬂ dana.s .na}pnznan}?n‘, I najmocnijem velikom jezickom modelu GPT-3 (eng.
Generative Pre-trained Transformer 3) koji je razvila kompanija OpenAL Veliki fozitki model GPT
3 ima 175 milijardi parametara i moZe da generige tekstove vi E : eliki jezi¢ i model GPT-
GPT-2 je imao samo 1,5 milijardu paramm;rq {ivesiias NS valiteta. Njegov prethodnik
kreativnih tekstova. Google je razvio veli s --.3] e Spqaabnnst R kohcrg‘ntmtn

sty vl A oD LR iki jezitki model BERT (eng. Bidirectional Encoder
Representations _fr-_um_ T ruii:iﬁu-nfw,ﬂ ‘kﬂ_jl kﬂﬂﬁ:ti transformersku arhitekturu 1 obudava se da razume
kﬂntckﬁlualnp znacenje rec u recenicl, $to ga ¢ini veoma korisnim za zadatke kao §to su pretraZivanje
i razumevanje jezika. Veliki jezicki model TS (eng. Text-to-Text Transfer Transformer) kompanije
Google Brain, koji konisti jedinstven pristup pretvaranja razli¢itih jezickih zadataka u univerzalni
tekstualni format, pa se trenira za razli¢ite zadatke prevodenja, generisanja teksta, odgovaranja na
pitanja itd. Pomenucemo ovde 1 pretraZivad Bing kompanije Microsoft, koji koristi sopstveni jezicki
model za razumevanje 1 obradu tekstualnih upita korisnika. Specifiéni detalji jezitkog modela u
pretrazivadu Bing nisu javno dostupni, ali Microsoft neprestano radi na pobolj§anju razumevanja
korisni¢kih upita i pretrage, koristeci tehnike masinskog ucenja 1 dubokog ucenja.

Popularni govorni asistenti Alexa (Amazon), Siri (Apple), Cortana (Microsoft) |\ Google Assistant
koriste sopstvene jeziCke modele za obradu i razumevanje korisni¢kih zahteva. Konkretno govorni
asistent Alexa kompanije Amazon, oslanja se na vise jeziCkih modela za obradu narudzbi korisnika
kako bi prepoznali i razumeli upite korisnika na prirodnom jeziku. Govorni asistent Siri koristi jeziCki
model razvijen od strane kompanije Apple za koji se zna da koristi tehnike dubokog ucenja sa
rekurentnim neuronskim mreZzama i drugim algoritmima kako bi prepoznao | razumeo jezicke upite
korisnika. Govorni asistent Cortana kompanije Microsoft koristi njene tehnologije 1 jezitke modele o
tni detalji nisu javno dostupni, ali su 1zvesno zasnovani na tehnologijama kao 5to su
razli¢ite varijante transformerskih arhitektura. Konaéno, Google
Igoritme koji su takode bazirani na
dataka kako bi omoguéili

kojima konkre
masinsko uenje, duboko ugenje 1
Assistant koristi veliki jezicki model BERT i jos neke interne a
dubokom ulenju. Ovi modeli se treniraju na ogromnim skupovima po
razumevanje i odgovor na korisnicke upite na prirodnom jeziku.

i U pametnim kuéama se virtuelni govorni asistenti koriste il preko pametnih Ic!u.fnn.a i_Ii preko
pametnih zvuénika sa mikrofonskim nizovima koji su bc;’nfr.alﬂ povezani na urcda;c_s F.!htum‘c u
pametnim kuéama. Svaki proizvoda¢ kreirao je pametne uénike za svog gr.:*.-umugjamtcnm ’Iak:u
su na trzi$tu dostupni pametni zvuénici Amazon Echo, Google Home, Apple Homel od, Microsoft's
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;‘iihl ;:t:‘:ik :.l;::,ll::.. ';,: 1';“1\“;;\.“ an .ll....,‘mk.“‘m“ novih pmlntkulu .ku'li IL'T .ll‘lhw.lln.ullli r.lu_Ht:' IHI,1 I.".md“:” u
pametnoj kudi mogu povezati sa razhiditim pametnim sistemima | "-”]“w"".t".";w“" H'IT .malrl.:nln_llm
{,pmlnk-:-‘l Marter). Primena ovih protokola koji ¢e ”l““'ll“"-"_“ “"‘"‘f'f" k“_‘.“""“ 4 ””rh:.’ Imln‘".mk“uu”
uredaja i sistema u pametnim kucama jod uvek nisu zadiveli u veco) meri, 1"_"' WIAINCLIESIGE "‘I1"fr“'1?
virtuelnog govornog asistenta (softver) praktidno opredeljujemo za tip uredaja (pametni zvucnik) i
aplikacije za povezivanje sa uredajima i sistemima u pametnoj Kuct,

Ciljeva dijaloskih sistema su:
i nameru, pa i stavove toveka kao sagovornika,

1. Da prepoznaju potrebu i razume

2. Da odgovore na sva njegova pitanja,
3. Daizvrie zahteve korisnika.

4. Da vode prirodan i zanimljiv razgovor.

Dijalodki sistemi komuniciraju pomoéu teksta, govora ili koriste¢i vise modaliteta multimodalno.
Najdedée komuniciraju na engleskom, ali danas i na viSe desetina razlicitih .{Cﬂ'ki‘: Opsti _d'Jﬂl_?ﬁki
sistemi (npr. Siri) mogu da komuniciraju na najrazli¢itije teme, a postoje | di_|ur|u-§k1 sistemi koji su
usmereni na specifitnu oblast ili temu (npr. MEDICTA -~ za diktiranje medicinskih nalaza na srpskom
ukljudujuéi latinske izraze i skradenice koje se tu koriste; ili Axon Voice Assistant (A\:U-\} koji se
koristi na mobilnim telefonima pre svega za pozivanje po imenu 1 8iji je najveci deo recnika LBLABY
telefonski imenik datog korisnika). Jednostavniji dijaloski sistemi fokusiraju dijalog na popunjavanje
lablona i rade po odredenim pravilima, a najnoviji dijaloski sistemi svoje odgovore kreiraju na bazi
prethodne obuke sa velikom kolitinom podataka — koncept LLMs.

U dijalogu tovek-masina poruke se najéed¢e razmenjuju u vidu teksta ili govora. Kao Sto je prikazano
na slici 1, na putu tekstualne poruke od Soveka ka maSini, za svaki dijalo8ki ¢in mora da se
mterpretira tekst poruke, tj. da se utvrdi njeno znatenje — i to u kontekstu dijaloga, spram odredenih
pravila i podataka sa kojima raspolaze NLP sistem; to radi modul za razumevanje prirodnog jezika
(eng. Natural Language Understanding — NLU). Masina, odnosno modul za upravljanje dijalogom
(eng. Dialogue Management — DM) na osnovu interpretiracije znadenja, pa i prepoznavanja namera i
stavova Soveka — inicira odgovarajuéu akeiju (npr. izvrienje primljene komande u pametnoj kuc¢i) 1
kreira odgovor koji se u modulu za generisanje prirodnog jezika (eng. Natural Language Generation
— NLG) formulise u vidu sintaksno i semanti¢ki ispravnog teksta za Coveka/sagovornika. Svi ovi NLP
moduli su bazirani na odredenim pravilima (npr. Sablonima) i podacima (npr. velikim jezickim
modelima).

Natural Natural
Podacl
Language gl Language
Generation ; Understanding

- -

Dialogue
Management

Slika 1. Moduli obrade prirodnog jezika (NLP) u dijalogu covek-masina razmenom tekstualnih poruka
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Slika 2. Govorna komunikacija éovek-masina

Jedna od razlika izmedu pisanog i govornog jezika je u tome $to su re¢i u pisanom jeziku jasno
razdvojene praznim mestom dok se u kontinualnom govoru najée§¢e izgovaraju bez pauza; zastane se
obi¢no na kraju recenice, da govornik udahne vazduh i/ili razmishi §ta Ce dalje da kaZe. Dakle, u
govoru se re€i nizu u kontinuitetu, a ¢ovek ih jasno uoélava i razdxfaja, ako je govor na njemu
poznatom jeziku (na kom su mu te re¢i poznate) i ako prgtl kontekst t. slusa :ﬁta se govori i sklapa
zvutnu sliku u mozgu gde dolazi do konacnog razumevanja onog $to se govori. Da bi ovek mogao
da razaznaje reéi u kontinualnom sintetizovanom govoru, one moraju zvucati pnr{?dnn kap da 1h”Je
¢ovek izgovorio. Ukoliko u sintetizovanom govoru nema dovoljno elemenata prirodne intonacije,
oleZano je razumevanje sintetizovanog govora. Pogresna mmn_sz:ua re¢i u kontinualnom govoru m?ie
dovesti do toga da &€ak ni jezik na kom se “govori ne bude ‘ Pref"?"*“*_f‘ P?E:’fﬁ“ﬂ
intonirane/akcentovane pojedine re¢i mogu da imaju dru ga@ je znacenje, le se Iiﬂ{.‘l’]_]rcl :c.mm::l 'EL,;LUI‘[:I!EI
i re¢enice u celini. Ovo je posebno izrazeno u zv. tonalnim _]uzluuna_ ukn]tqmda Mdrpc. i, gde isto
napisana re¢ ima razli¢ita znagenja u zavisnosti od akcentovanja, npr. reci kosa” i “grad”.

Racunarski generisana simulacija ljudskog govora predstavlja racunarski ekvivalent ljudskog procesa

:ctema ieste da ispravno izgovara pojedine foneme, slogove,
itani i zadatak TTS sistema jeste da isj JAEBOY G P il
éﬁn:la I';:gi_as. Oinﬂ'ﬂ“ 'zednad oznaéan zadatak — isti fekst se moze proditati sa raznim II‘tt"!j."IdLI_;dITlH‘: sa
rla‘l]]' l'E' nice, a Eujejrazliﬁite redi u islﬂj redenici. Problem ji; Sto u pisanom tekstu nisu oznaceni
stavljanjem naglaska na
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akcenti. kao ni trajanje ni nadin izgovora pojedinih fonema, slogova i reci. TTS sistem mora na
osnovu analize “golog” teksta da zaklju¢i kako ¢e da ga 1ZZOVOrl, Pr: ana]:j{:l F-:?kS_Tta, PIvoO S€ vrsi
predobrada u kojoj, izmedu ostalog, TTS sistem zakljucuje k:ﬂkﬂ ¢e -Eia 1Zgovorl niz C‘fi}fﬁi inf nije sve
jedno da li je to datum ili nov&ani 1znos, redni 1li obi¢an broj. Npr._‘ Z_dcéaka 1 2 dEVDjﬁEGE‘ treba da
se protita kao “dva detaka i dve devojtice”. Brojni D\"Hk"h"i.l thﬁm problemi se reSavaju u toku
predobrade teksta — pretprocesor na sl. 3. Nakon kompletne jezicke {}brac_le t:'zkstra (front F”d TTS)
dobija se tzv. uska fonetska transkripcija koja vokoderu (back end TTSl} dﬂ_]i? vise ll:l‘fﬂm‘l'ﬂ(ll_]a 0 tome
kako treba izgovoriti dati fonem, slog, re¢ i redenicu — sa kakvim trajanjem, intonacijom i drugim tzv.
prozodijskim elementima, slika 3. Pod prozodiju mozemo da podvedemf} sve ono Cega u te’kstu nema
a u govoru postoji. Front end (JOT) baziran je na NLP resursima (recnici, govorne baze) 1 znatno je
vise jezitki zavisan od modula za generisanje govornog signala (GSS) na osnovu uske fonetske

transkripcije.
SISTEM ZA SINTEZU GOVORA NA OSNOVU TEKSTA
Fonetsk
TEKST JEZICKA OBRADA i GENERISANJE GOVOR
- TEKSTA » GOVORNOG SIGNALA =
(JoT) Prozodija (GGS)
TEKST
JEZICKA OBRADA TEKSTA
r > o/ 2
INTERNASTRUKTURA PODATAKA
L T T e
MODUL LA PREVODEMIE GENERATOR
PRETPROCESOR MODUL I;. h.l?‘ildléaﬁ <INTAKSNO SLOVA U PRUEED”E
F K -
M[:ilfdzﬂu i KONTEKSTA P“ﬁiﬁ;ﬁ““ Gt’:fngE (GP)
| ANALIZA TEKSTA |
A AR <A ¥,
KA GGS MODULU
L

Slika 3. Struktura TTS sistema sa vise detalja koji se odnose na jezicku obradu teksta

Problematika ASR sistema je kompletno druga¢ija. Kod TTS-a je bio zadatak da se na goli tekst doda
mnostvo prozdijskih informacija koje ¢e se na¢i u govoru. Kod ASR potrebno je iz mnostva
informacija u govornom signalu eliminisati sve, a ostaviti samo niz fonema tj. slova uklopljenih u reci
datog jezitkog modela. Razne varijabilnosti u govoru posledica su razliCitog glasa pojedinih
govornika, pa ¢ak se i istom govorniku menja glas u zavisnosti od raspoloZenja, umora, sa starenjem 1
sl. Takode, ambijentalna buka i reverberacija mogu da budu veoma razli¢itog nivoa. Uticaj pozicije |
kvaliteta mikrofona, komunikacionog kanala (da li je npr. govor prvo prenet telefonskom vezom ili je
direktno sa mikrofona dospeo do ASR sistema). Sve ove varijabilnosti ¢ine automatsko prepoznavanje
govora jednim od najtezih zadataka sa kojim su se suotili istraziva¢i. Za ASR jedino su relevantne
varijabilnosti i akusticke razlike u izgovoru pojedinih fonema, a sve ostale pomenute varijabilnosti
samo otezavaju zadatak ASR-a. Dugi niz godina ASR sistemi su bazirani na stohasti¢kim modelima
kao §to su skriveni Markovljevi modeli, ali klju€ni progres u razvoju govornih tehnologija baziran je
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na pﬂrudigmi dlr:hnkih tn:.-u.n;u:ufkih mreZa (eng, Béen
ganas koriséenih ASR 1 TTS sistema [1) Predusloy
<istema, odnosno prirodnosti i fleksibilnost TTS ‘“;i*at*
ireniranje DNN obezbede ogromne baze anefire. i
ka pmccsnrska Shaga za treniranje DNN.

vel . 1"
a NN bila poznata decenijama ranije ;

teori]
a bi se razvile govorne tehnologije za jedan iwy:
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Slika 4. NLP resursi i moduli u prepoznavanju (ASR) i sintezi (TTS) govora

Zahvaljujuéi nizu projekata na FTN i u preduzeéu AlfaNum u Novom Sadu, zaklju¢no sa projektom

: S-ADAPT (2020-2023), razvijene su visokokvalitetne govorne tehnologije ASR 1 TTS za srpski jezik.
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Na Al projektu S-ADAPT kod Fonda za nauku unapredena je }Fiﬁl’i_ﬂﬁf 1 rz(}busn{lﬁE ASR, k‘z:m i
prirodnost i fleksibilnost TTS — dobrim delom na bazi adaptac:jn? izabranih algoritama koji su
originalno uspesno primenjivani za obradu slike. Naredni korak — projekat AI-SPEAK (2023-2026) -
usmeren je na razvoj videjezi¢kih multimodalnih dijaloskih SlSltElTlﬂ, kﬂjlqéﬂ pored govora 1_tek5.:ta
koristiti i druge modalitete (slika, video, dodir) kako bi se dalje unapredila govorna komunikacija
¢ovek-masina.

[strazivanje i razvoj govornih tehnologija zaista su interdisciplinarna obl'ast. Q!Jrada pnmc?nng govora
je u preseku oblasti lingvistike, psihologije, inZenjerstva i veStacke inte]igencue,_sl, ok Saje_cln_e Strane
obrada prirodnog jezika (NLP) kao oblast vestacke inteligencije bazira se 1 na ]mg‘wstm 1 na
inZenjerstvu, a sa druge strane dijalogki sistemi koji omoguéuju interakeiju ¢oveka 1 masine zadiru u
oblast psiholingvistike i inzinjerskih disciplina.

. Language

Processing ;

Slika 5. Interdisciplinarni karakter govornih tehnologija

4. Primene govornih tehnologija u pametnim kuéama i pametnim gradovima

Govorna komunikacija ¢ovek-masina ima izvesne prednosti u odnosu na druge vrste komunikacije
posebnp u situagijama u kojima su ruke i o¢i zauzete: za govornu komunikaciju ¢ovek koristi samc:
govorni aparat i Culo sluha. Uz to, govorna komunikacija Govek-magina moze da se odvija i sa
udal;enﬁ_g mesta — preko telefona. Razvoj tehnologije ide na ruku govornoj komunikaciji Jéﬂvek-
ma§1na. .Jer_ekrani 1 tastature ne mogu biti mnogo manji nego $to jesu, a procesori su s,Jve brzi i
memoryja je sve veca, a i komunikacioni linkovi su sve brzi — sve ono 3to je potrebno za
implementaciju racunarski zahtevnih govornih tehnologija kako bi funkcionisale u realmnp;o vremenu

Prve primene govornih tehnologija u Srbiji i regionu bile su vezane invalidi
. Za osobe s
slepe osobe pre dvadesetak godina podele da koriste AlfaNum TTS za Srpz}gl\li;(dljt:t?g . ;:EU
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mnkalcnalivni sintetizator HH‘{IIEIHE:HHIHH Prirodne intonacii :

panas s AlfaNum TTS bazira na paramet - onacye, ali se tefko m
proment glasf! 1 stila govora, unapredj '

sajtova na kojima se dati tekstovi mog

4 izdavanju audio-knjiga i kao pomagala za & krug osob
vide, ne mogu da govore, ne mogu da drye Knjige u ruci, ili ASR za 0sob
) ~d DS0De

upmﬂjgju ureda_]njﬂ u syom Ukﬂli’.:‘;‘:ﬂjll, osobe koje ne Cuju itd, sl. 6. G koje guvumirﬁ komandama
osobama sa invaliditetom brze i jednnstavnijg » >+ 9 Jovome tehnologije omogucuju

| . 25 obavljanje : ;
komplikovanih zadataka ¢ime se znagajno podize kvaiite{! Hjijhnvﬁ?vz:;kﬂd“ﬂmh poslova, tako i

n_;:njan I unapredivao.
J€ Znacajno olaksalo

- Neme osobe

' Slepe i slabovide osobe

FiziCki hendikep i stare osobe

(Na)gluve osobe

ASR (Govor— Tekst)

Slika 6. Primene govornih kao asistivnih tehnologija

_TTS (Tekst—>Govor)

Sa razvojem informaciono-komunikacionih tehnologija nastaju moguénosti implementacije sistema za
upravljanje uredajima u poslovnim okruZenjima kao i u domacinstvima, za medusobnu interakciju tih
uredaja, a sve sa ciljem efikasnijeg obavljanja svakodnevnih poslova. U nastavku ovog rada bice reci
o potencijalnim primenama govornih tehnologija u pametnim ku¢ama i pametnim gradovima.

Upravljanje uredajima u pametnim kuc¢ama glasom danas se najéeS¢e vrsi preko virtuelnih govornih
asistenata 1 pametnih zvu¢nika kao $to su pomenuti proizvodi kompanija Google, Apple, Microsoft i
Amazon. Pametmi zvucnici (Apple HomePod, Amazon Echo, Google Home) sadrze mikrofonske
nizove preko kojih primaju govorne komande (ASR), a sam zvuénik sluzi za saop3tavanje povratnih
informacija (TTS) ili reprodukeiju trazene muzike, Citanje vesti i1 sl. Ukoliko nije na raspolaganju
prijemnik govornih komandi u vidu mikrofonskog niza, moguée reSenje je da se govorne komande
zadaju preko mobilnog telefona ¢iji mikrofon nam je uvek pri ruci 1 na raspolaganju. Svakako se ne
moze koristiti samo jedan mikrofon, udaljen od govornika, jer u njega stize znatno viSe refleksija sa
svih strana tj. reverberantnog zvuka nego direktnog zvuka koji treba da bude predmet prepoznavanja.

Jedno relenje za srpski jezik napravljeno je u okviru AlfaNum demo sistema anSmartHouse.
Korisni¢ki interfejs sastoji se iz grafiC¢kog prikaza prostorija jednog tipi¢nog Ltlatambe:na.:fg nbjel?ta =
kuhinje, kupatila, spavaée sobe i dnevne sobe, sl. 7. Za svaku od ovih prostorija postoji mogucnost
upravljanja odredenim uredajima, sl. 8. Aplikacija omogucuje jednostavno dodavanje 1 Hklanjan']e
pojedinih uredaja iz skupa sa kojim se upravlja u centrah}nm sistemu. Upraﬂlanﬁ: se viii pomocu
kontrolnih tastera ili izgovaranjem odgovarajucih govornih komandi (predviden je niz sinonima).
Nakon izvréenja bilo koje komande graficki se prikazuju izmene nastale u prostoriji koja je trenutno u
fokusu grafickog korisnickog interfejsa.

Moguce je vrsiti podeSavanja i u prostorijama koje su trenutno va’m.mkusfi.lf}c}rmsnn k?ﬁ Ijl.':lE‘.u
prikazane pomoéu grafitkog interfejsa u datom frenuiku (naravno, u lai-;wt111lﬁlL;c;1_|Lx-fllia 1]11?1‘.?3 L{‘nﬂl jeu
govornoj komandi naglasiti u kojoj se prostorij rml_n;n uredaj k.nj!!_ﬂ LIW’T‘-”J'&#"IUQ, Flr[':m;nd okusa na
novu prostoriju se takode vrsi kontrolnim tasterima ili odgovarajucim govormim Komancama.
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U svakom trenutku korisnik moze, pomoc¢u govornih komandi, proveriti stanje l?i]ﬂ kog U_mdﬂ.iﬂ u bilo
kojo] prostoriji. Takode, jednom komandom prilikom izlaska iz doma korisnik moZe iskljuciti sve
uredaje i izvrsiti neophodna podeSavanja radi bezbednosti. Pored navedenih mOZUCNOSti, postoji i
mogucnost adaptacije prostorija za odredene potrebe (poput vecernjeg opustanja — kada Zelimo da
imamo spustene roletne, ukljuden televizor, upaljenu vatru u kaminu 1 eventualno neka prigugena

svetla) — sve jednom govornom komandom, koja podrazumeva promenu stanja viSe uredaja
odjednom.

U glasu govorne komande moze se prepoznati i govornik, pa tako kontrolisati koje komande sy
dozvoljene deci, odraslima i starim osobama u kuéi. Uz to, pametni sistem moze u glasu govornika
razaznati i njegovo raspolozenje i prilagoditi tok dijaloga ¢ovek-masina, a najnapredniji sistemi mogu
da u¢e navike korisnika pomoéu vestacke inteligencije 1 da svakom izlaze maksimalno u susret. Ove
mogucnosti personalizacije posebno su interesantne ukoliko se koriste govorne komande i vrs
govorna komunikacija Eovek-masina tj. Sovek-pametna kuéa.

Pored raznovrsnih primena u pametnim kucama, govorne tehnologije mogu znacajno da unaprede
brojne servise u pametnim gradovima. Ovde c¢e biti pomenute samo neke moguénosti povezane s
aplikacijama prosirene i virtuelne realnosti namenjene turistima. Naime, umesto klasiénih audio-
vodica, tj. preslusavanja unapred pripremljenih i snimljenih audio sadrZaja o pojedinim spomenicima,
gradevinama, eksponatima u muzejima i sl. sada postoje fleksibilne aplikacije koje se adaptiraju na
razne korisnike. Na primer, preko aplikacije na mobilnim telefonima, otac, majka i dete mogu da
slusaju razli€itu pri¢u o nekom eksponatu u muzeju — prilagodeno njihovim interesovanjima, sl. 9. |
Pored obima i nivoa sadrzaja lako se moge ponuditi sintetizovan govorni sadrzaj na razliéitim
jezicima, sa razliéitim glasovima spikera, stilovima govora... Cesto su audio i video sadrzaji o

necemu u pametnom gradu dostupni na licu mesta preko QR koda koji ih povezuje na odgovarajuéi
web sajt sa tim audio i video sadrZajima.

SPAVACA
S0BA

DNEVNA | | ) LZADI IZ
‘ ‘ KUHINJA .
SORA \ I | KUPATILO ~‘ L KUCE

Stika 7. AlfaNum demo anSmartHouse — primer osnovnog ekrana
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Slika 8. AlfaNum demo anSmartHouse — dodatne opcije u dnevnoj sobi

Slika 9. Adaptirane primene audio-vodi¢a kroz muzeje

Napredne aplikacije pro§irene i virtuelne realnosti omogucuju, na primf:r,‘dnlf gled_aiu neku g}-adf:vinu
kroz mobilni telefon da tutisti vide i virtuelnog viteza koji se pojavljuje izmedu njih 1 tog

- - : . e L - asnlava o 2034 mentu u
1 gradevinskog objekta — vitez im ,,uzivo™ prica 1 objaSnjava §ta se tu deSavalo u nekom mo

istoriji i sliéno — slika 10.
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3. Zakljudak

Buran razvoj u oblasti obrade prirodnog jezika zasnovan na velikim jezickim modelima pracen je i
progresom u razyoju i primeni govornih tehnologija. Svi ovi sistemi se razvijaju pomocu algoritama
masinskog ucenja, dubokog ucenja i naprednih arhitektura i sistema vestacke inteligencije.

Fokus u ovom radu je na moguénostima primene govornih tehnologija u pametnim ku¢ama. Sa vige
detalja prikazan je primer jedne takve aplikacije na srpskom jeziku — anSmartHome, koju karakterise
jednostavan i intuitivan dijalogki sistem, visok kvalitet sintetizovanog govora kojim se korisniku
saopStavaju trazene informacije, visoka tadnost prepoznavanja govora, kao i jednostavan graficki
korisni¢ki interfejs. Govorne tehnologije se mogu iskoristiti i za dodatnu personalizaciju proizvoda,
Sto se pokazalo kao izvanredan marketingki potez kod velikih svetskih kompanija. Naime, uz
automatsko prepoznavanje govornih komandi, zahvaljujuéi vestackoj inteligenciji ovi sistemi mogu
da prepoznaju govornike i njihovo raspoloZenje i da u skladu sa tim prilagode tok dijaloga i pruze
personalizovane servise.

Osobe sa invaliditetom su populacija kojoj tehnologija pametnih kuéa sa govornim tehnologijama
donosi znadajnu pomo¢ u savladavanju mnogih svakednevnih problema, ¢ime se poboljSava kvalitet
njthovih Zivota, one postaju u veco] meri nezavisne od pomoéi drugih ljudi i postaju produktivniji
¢lanovi drustva,

Takode je kroz par primera u radu nagovestena Siroka mogucnost primene govornih tehnologija u
aplikacijama i servisima proSirene stvarnosti i virtuelne realnosti, koji se pruzaju u pametnim
gradovima, kako turistima, tako i svim drugim gradanima.

Razvoj govornih tehnologija za srpski 1 Sirenje njihove primene predstavlja rezultat od nacionalnog
znaCaja Jer predstavlja doprinos oguvanju smskog Jezika u eri sve ¢e3¢e govorne komunikacije sa
uredajima i servisima. Smanjenje tehnoloske zavisnosti od globalnih Al kompanija i raspolaganje
in-home telenjima posebno je znadajno za drzavnu upravu, sudstvo i zdravstvo, ali 1 za privatne

pametne kuce jer neko ne Zeli da snimak onog §to govori ide na internet da bi tamo bio prepoznat i
pretvoren u tekst.

-

-

Slika 10. Govorne tehnologije u aplikacijama virtuelne realnosti na mobilnim telefonima
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Prof. SS dr Goran Zajic
Prof.SS dr Vladimir Stanojevic
Mr Milenko Nikoli¢
Mr Marija Zajeganovic
Mr Vladan Cvejic
Mr Dragorad Milovanovic
| Mr Dejan Todorovi¢
i Mr Milan Perac
i Bojan Papic
[vana Lackovic
Danijela Poki¢
Goran Medic
Dragan Vukojevic
Predrag Bogdanovic
Nebojsa Filipovié

Recenzenti

Prof. dr Isak Karabegovic, akademik ANU BiH
Prof. dr Niksa Jakovljevi¢
Prof. SS dr Sanja Jevti¢

Izdavac

FTTH UdruZenje Srbije
Zdravka Celara 16, 11000 Beograd

Stam pa

JP Sluzbeni Glasnik
Jovana Ristzica 1, 11000 Beograd

Tiraz

100 primeraka
ISBN — 978-86-905152-1-9

i Izdavac zadrzava sva prava.
Reprodukcija pojedinih delova ili celine ove publikacije nije dozvoljena.
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CIP - Karanorusauuja y ny6amxammju
Hapozna 6u6mmorexa Cp6uje, beorpan

621.39(082)
004.7(082)

*ZBORNIK radova* : 2022/2023 : ciklus serije struénih predavanja posvecenih
unapredenju projektovanja telekomunikacionih mreza i sistema / urednik
Mirjana Jari¢—Cirié. - Beograd : Udruzenje FTTH Srbije, 2024 (Beograd : SluZzbeni
glasnik). - XIV, 213 str. : ilustr. ; 30 cm + 1 elektronski opticki disk (CD-ROM : 12 cm)

Tiraz 100. - Re¢ urednika: str. V-VIII. - Str. IX-XIII: Re¢ recenzenata / Isak

Karabegovi¢, Nik3a Jakovljevi¢, Sanja Jevtié. - Napomene i bibliografske reference
uz radove. - Bibliografija uz veéinu radova.

ISBN 978-86-905152-1-9

a) TeneKoOMyHHKAIlHOHH CHCTEMH -- 360pHHuILH b) Tenekomynukanmone Mpexe
-- 300pHHLH V) PauyHapcke mpexe -- 300pHHLIH

COBISS.SR-ID 144153609
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